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NLP Pretraining: |

Deeply Encoded Representations




NLP) Pretraining: Recap

* [he upstream

 Embeddings

* Work (token) embeddings
* Word2vec




In the small town of Willowbrook, Sam and Lucy visited the newly opened Oakridge
Museum. Sam, an art lover, was thrilled, his eyes sparkling as he admired the historic

paintings and artifacts. "This is amazing, Lucy!" he beamed. Lucy, however, wasn’t

impressed. "This place feels ancient and boring, " she grumbled.







e The "duality”
* Generative pre-training
e Discriminative fine-tuning

 Distinguishing feature: Task-aware transformations
svaidales OB A2 DL daS S




Framework

e Leveraging more than word level information
* What's the optimization obejctive ?

* To achieve good transfer

e A semi-supervised approa

* Unsupervised pretraining

* Supervised fine tuning




Framework

- Unsupervised pre-training - Supervised fine-tuning

P(y|zt,...,2™) = softmax(h;"W,)

h; = transformer_block(h;_1)Vi € [1,n]

P(u) = softmax(h, W)

e U = [ux,....,u-1} : context vector of tokens
Ve : TOken embedding matrix

- . . + A* Ly
|V Position embedding matrix |

* The only extra parameters required for fine tuning are Wy, and delimeter token embeddings



Architecture

Text Task e L .

Layer Norm
()

Similarity
Text 2 Text 1 Transformer
® .
Masked Multi
Self Attention
Multiple Choice Context Answer 2 Transformer
Text & Position Embed Context Transformer




Detalls

e Unsupervised pre-training
 BooksCorpus dataset for training the language model
e Contains over 7,000 unigue unpublished books from a variety of genres

» Contains long stretches of contiguous text !

* Which allows the generative model to learn to condition on long-range information.




Impact: of Number of Layers Iransferred

- sentiment analysis
- Winograd schema resolution
- |inguistic acceptability
- question answering
—— Transformer
LSTM
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Relative Task Performance

- RACE Dev
RACE Train

= MultiNLI Dev
MultiNLI Train

6 8 . 104 105
# of layers transferred # of pre-training updates

Impact: Number of Layers Zero-shot: Number of pre-training updates






BSeR |

* Bidirectional |
* Designed to pretrain deep bidirectional representations from unlabeled text

* by jointly conditioning on both left and right context in all layers.

e the pre-trained BERT model can be fine-tuned with just one additional output layer

 to create state-of-the-art models for a wide range of tasks

B

estion answering and language inference



https://github.com/google-research/bert

* Pre-training

e Unsupervised i.e., trained
on unlabeled data

* Fine-tuning
e Supervised, on labeled

data

e Carry over the parameters
from pretraining !

» [CLS] and

Unified arc
across pret
fine-tuning

LoER
nitecture,

raining and

- Q: Did we see that in

GPT ?

Architecture

Masked Sentence A Masked Sentence B

*

Unlabeled Sentence A and B Pair

Pre-training

Start/End Span

BERT

Ques{ion Paragraph

*

Question Answer Pair

Fine-Tuning




BERT Input Representation

o (] () (o) (o )t ) () e o | (s 1)
Token
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Embeddings
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Position

e Sum of three embeddings



BER T Architecture

* Multilayer Transtormer ENCODER

« Based on original implementation of Vaswani et al 2018 (Attentionis all you need

e Tensor2tensor library

. RT Transformer

e |ayersl = 12




Input/Output Representations

e JOo make

unambigu

=
ously

nandle a variety of down-stream tasks, our input representation is able to

represent both a single sentence and a pair of sentences

* (e.qg., Question, Answer ) in one token seguence.

actual |

* Wordpiece

*Throughout this work, a “sentence” can be an arbitrary span of contiguous text, rather than an
nguistic sentence.




Pretraining BeER|

 TWO unsupervised tasks
e Task #1: Masked LM

e Standard conditional models : bidirectional —> “see itself”
e Mask at random, 15%, [MASK

eTask #2: Next Sentence prediction (NSP




-ine-tuning BeER|

* Relies on self-attention
e SImply fine-tune ALL parameters on specific task

* Relatively efficient: few hours on GPU (then




Evaluation

* Accuracy: on GLUE, SQUAD v1.0 and 2.0, SWAG

» Effection of Pretraining: Ablation
 No NSP: No next sentence prediction (but MLM employed)
 LTR & No NSP: (left-to-right only, no MLM)
e Like OpenAl GPT !
e +BILSTM: Randomly initialized bidirectional LSTM on top

e Effect of model size

* L. Layers H: Hidden units A: Attention heads
* LM (ppl): Language Model Perplexity

Tasks

BERTgAsE
No NSP
LTR & No NSP

+ BiLSTM

Hyperparams

#L
3

6
6
12
12
24

#H

768
768
768
768
1024
1024

#A

12

3
12
12
16
16

84.4
83.9
82.1
82.1

5.84
5.24
4.68
3.99
3.54
3.23

Dev Set
MNLI-m QNLI MRPC SST-2 SQuAD
(Acc)

(Acc) (Aco)

86.7
86.5
77.5
75.7

(Acc)

92.7
92.6
92.1
91.6

87.9

84.9

Dev Set Accuracy

77.9
80.6
81.9
84.4
85.7
86.6

79.8
82.2
84.8
86.7
86.9
87.8

LM (ppl) MNLI-m MRPC SST-2

88.4
90.7
91.3
92.9
93.3
93.7




-eature pased approach

o All of the BERT results presented so far have used the System Dev F1 Test F1
fine-tuning approach

| - . ELMo (Peters et al., 2018a) 95.7 92.2
*where a simple classiftication layer is added to the CVT (Clark et al., 2018) - 02 .6
pre-trained model CSE (Akbik et al., 2018) - 93.1
e and all parameters are jointly fine-tuned on a Fine-tuning approach
downstream task BERTLARGE
e But .. not all tasks can be easily represented by a BERTBAsE
transtormer encoder architecture Feature-based approach (BERTBAsE)
 And there are major computational benefits in training Embeddings |
an expensive representation once Second-to-Last Hidden
Last Hidden
* Feature-based: extract activations from one/more layers Weighted Sum Last Four Hidden
without fine-tuning (any parameters) Concat Last Four Hidden

Weighted Sum All 12 Layers

e Contextual embeddings to 2 layer (randomly
initialized) BILSTM on top

« BERT Is etfective for both fine-tuning and feature-based
approaches !
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Reinforcement Learning from Human Feedback
(RLHF) Pipeline

Step1 Step 2 Step 3

Collect demonstration data, Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using
reinforcement learning.

A promptis A prompt and A new prompt

sampled from our Exola several model " is sampled from
xplain the moen

prompt dataset. landing to a 6 year old outputs are the dataset.

+ sampled. o o
Explain gravity Explain war The ol iC
A labeler policy
demonstrates the o o
Maoom s natural Propie ment to

generates
. i an output.
desired output oatalite oL ot p

behavior. ome people went %)
© the moon...

A labeler ranks

the outputs from @
best to worst.
0-0-0:-0 The reward model

with supervised + calculates a

This data is used
to fine-tune GPT-3

reward for
the output.

learning.
9 This data is used _M

to train our 2R

reward model. '\}5’2{/’ The reward is

used to update
the policy
using PPO.

* Supervised Fine-Tuning: Initial training with human-labeled examples to shape model behavior.

* Reward Model Training: Human-labeled rankings train a reward model to evaluate response quality.

* Policy Optimization: Proximal Policy Optimization (PPO) uses reward feedback to refine the model's
responses iteratively



Model Development

* RLHF Fine-Tuning: Used Reinforcement Learning from Human Feedback to guide model
training.

Human-Labeled Data: Included human demonstrations and ranked comparisons to train a
reward model.

 Reward Model for Feedback: Developed a reward model that scores outputs based on
human preterence.




